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WHAT IS FACEREADER?

FaceReader™ is a program for facial analysis. It can de-
tect emotional expressions in the face. FaceReader has
been trained to classify facial expressions in one of the
following categories: happy, sad, angry, surprised, scared,
disgusted and neutral. These emotional categories have
been described by Ekman [1] as the basic or universal
emotions. Obviously, facial expressions vary in intensity
and are often a mixture of emotions. In addition, there is

quite a lot of inter-personal variation.

FaceReader has been trained to classify the seven
emotions mentioned above. It is not possible to add
emotions to the software yourself. Please contact
Noldus Information Technology if you are interested

in the classification of other emotions.
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Figure 1. Chart showing the intensity of the emotions that are visible
in the face.

In addition to facial expressions, FaceReader offers a
number of extra classifications:
Facial states: left and right eye open or closed, mouth
open or closed and left and right eyebrow raised,
neutral or lowered.
FaceReader can track the orientation of the head.
The head orientation is recorded in the X,Y and Z
direction and is based on a 3D model of the face.
Global gaze direction: left, forward or right. The gaze
direction is derived from the position of the pupil in
relation to the corners of the eyes and the orientation
of the head.
Subject characteristics: FaceReader can extract the
following information from the face: the subject’s
gender, age and ethnicity and whether the person

has a beard, moustache or glasses.

FaceReader methodology

Gaze and head tracking may be used to get an indica-
tion of a test participant’s interest/ engagement. If the
participant is not looking in a particular direction, he/
she is probably not (yet/anymore) interested in what is

visible there.

FaceReader can classify facial expressions either live
using a webcam, or offline, in video files or images. In
a live analysis FaceReader can analyze up to 15 frames/
second (depending on the computer you use). A pre-

recorded video can be analyzed frame-by-frame.

HOW DOES FACEREADER WORK?

FaceReader works in three steps [2,3,4]:

1. The first step in facial expression recognition is
detecting the face. FaceReader uses a unique combi-
nation of two face detection algorithms. The popular
Viola-Jones algorithm [5] is used to roughly detect
the presence of a face while a deformable template
method [6] creates a more accurate framing contain-
ing information about the likely in-plane rotation of
the face.

2. The next step is an accurate 3D-modeling of the face
using an algorithmic approach based on the Active
Appearance method described by Cootes and Taylor
[7]. The model uses a database of annotated images.
It describes 491 key points in the face and the facial
texture of the face entangled by these points. The
491 key points include (A) the points that enclose the
face (the part of the face that FaceReader analyzes);
(B) points in the face that are easily recognizable (lips,
eyebrows, nose and eyes). The texture is important
because it gives extra information about the state
of the face. The key points only describe the global
position and the shape of the face, but do not give
any information about the presence of wrinkles
and the shape of the eye brows. This information is
important to classify the facial expressions.

3. The actual classification of the facial expressions is
done by training an artificial neural network [8]. As
training material nearly 2000 manually annotated

images were used
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Figure 2. Screenshots showing how FaceReader works. In the first step (left) the face is detected. A box is drawn around the face at the location where the
face was found. The next step is an accurately modeling of the face (right). The model describes 491 key points in the face and the facial texture of the face

entangled by these points (middle).

There are multiple face models available in FaceReader.

In addition to the general model which works well under
most circumstances for most people, there are models for
East Asian people, elderly and children. Before you start
analyzing facial expressions, you must select the face

model which best fits the faces you are going to analyze.
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Figure 3. An example of a possible classifier output correction for
a specific facial expression using the calibration function.

CALIBRATION

Some people look, for example, surprised or sad by
nature. You can calibrate FaceReader to correct for these
person-specific biases towards a certain emotion. Calibra-
tion is a fully automatic mechanism. The calibration
procedure uses a set of images or videos (either calibra-
tion material you provide or the original video/images)

to sample the intensities of the individual emotions

of the test person. Using the distribution of these
intensity samples, it applies a correction [9] resulting in
an average distribution of the intensities. Consequently,
the emotions are more balanced and personal biases
towards a certain emotion are removed. The effect can
best be illustrated by an example. For instance, a person
is classified as ‘angry’ nearly all the time. This means that
this test person should be classified as ‘angry’ when the
classification value is, e.g., 0.7 rather than o.5. Figure 3
shows how the classifier outputs are mapped to different

values to negate the test person’s bias towards ‘angry’.
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Figure 4. An example of a chart displaying the facial
expressions ‘happy’ and ‘angry’ over time.

FACEREADER’S OUTPUT

FaceReader’s output is a number of charts and log files.
Each emotion is expressed as a value between o and 1,
indicating the intensity of the emotion. ‘o’ means that
the emotion is not visible in the facial expression,‘’
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Figure 5. Example of a State log.
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means that the emotion is fully present. FaceReader has
been trained using intensity values annotated by human

experts.

Facial expressions are often a mixture of emotions and
it is very well possible that two (or even more) emotions
occur simultaneously with a high intensity. The sum of
the intensity values for the seven emotions at a particu-
lar point in time is, therefore, normally not equal to 1.

In addition, the emotional state of the subject is
estimated. The state values are an estimation of the
emotional state of the subject based on the amplitude,
duration and continuity shown in the recent emotional
responses. Each time the emotional state changes, a
record is written to the State log file (see Figure 5 for an
example). The Detailed log contains all the emotional
classifier outputs per time point (see Figure 6 for an

example).

Both the State log and the Detailed log can be accessed
real-time by other applications via an Application Pro-
gramming Interface (API). This makes that FaceReader
can be used for research into affective computing and the
design of adaptive interfaces. In other words, FaceReader
allows other programs to respond instantaneously to the

emotional state of the test participant.
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Instead of determining the intensities of individual
emotions, it is also possible to calculate the valence.The
valence indicates whether the emotional state of the
subject is positive or negative. ‘Happy’ is the only positive
emotion, ‘sad’,‘angry’, ‘scared’ and ‘disgusted’ are consid-
ered to be negative emotions. ‘Surprised’ can be either
positive or negative. The valence is calculated as the
intensity of ‘happy’ minus the intensity of the negative
emotion with the highest intensity. For instance, if the
intensity of ‘happy’is 0.8 and the intensities of ‘sad’,
‘angry’, ‘scared’ and ‘disgusted’ are 0.2;0.0; 0.3 and 0.2,
respectively, then the valence is 0.5. Valence values can

be logged in the Detailed log file.
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Figure 7. Example of a Valence chart showing the valence over time.
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Figure 8. FaceReader data in The Observer.

You can save the log files as text files which you can
open in most spreadsheet programs and text editors,

for instance, in Excel or Notepad. You can also import
FaceReader log files into The Observer® XT, our software
package for collecting observational data. This makes

it possible to combine the FaceReader data with your
manually scored events and with data from other
systems, like eye trackers or physiological data acquisi-
tion systems. The advanced data selection and analysis
functionality in The Observer enables you to select, for
instance, only that part of the observation when the test
participant was looking at the homepage of your newly
developed web site and calculate the mean classification
values for each of the emotions during this period.

The Observer also gives you the possibility to group data
for analysis, for example compare results by gender or

age, by using independent variables.

HOW WELL DOES FACEREADER WORK?

The current FaceReader version has a number of limita-

tions:
FaceReader is not trained to work with very young
children, below the age of 3, nor with children from
East Asia and South-East Asia.
Pose, movement and rotation of the test person are
limited. The test person should stand or sit and look
frontally into the camera (angle < 40°). In addition,
FaceReader requires strict light conditions.
The face should not be partly hidden, for instance
by very heavy facial hair or a person’s hand during
eating behavior. Glasses may hinder classification,
especially thick and dark frames.
FaceReader can analyze one face at a time. If there
are more faces in an image these can be analyzed in
different runs, provided positions of the faces do not
change.
FaceReader cannot classify facial expressions in test

persons with a partial facial paralysis.

FaceReader contains an image quality bar, which gives
you a good indication of how well the program is able to

model the face depicted in the image.

Image quality [ |

Image quality bar.

Table 1 shows the performance results of FaceReader. Two
sets of images have been analyzed in FaceReader (version
3): the Karolinksa data set [10] (980 images) and a subset
of the Full Color Feret data set (1705 images) [11].

Table 1. Performance results of FaceReader on the Color Feret data set
and the Karolinska data set.

Parameter Color Feret Karolinska
(1705 images) Directed Emo-

tional Faces

(980 images)

Find failed 4 o)

(number of

images)

Fit failed 253 3

(number of

images)

Percentages of 99.8% 100%

faces found

Percentage fit 85.1% 100%
succeeded of
correctly framed

To validate FaceReader, its results have been compared
with those of intended expressions [12]. Figure 9 shows
the results of a comparison between the analysis in
FaceReader and the intended expressions in images of
the Radboud Faces Database [13]. The RaFD is a highly
standardized set of pictures containing images of eight
emotional expressions. The test persons in the images
have been trained to pose a particular emotion and the
images have been labeled accordingly by the research-
ers. Subsequently, the images have been analyzed in
FaceReader. As you can see, FaceReader classifies 164
‘happy’ images as ‘happy’, five ‘happy’ images as ‘Unrec-
ognized’, one as “Disgusted’ and another ‘happy’ image
as ‘neutral’, giving an accuracy of 95,9% for this emotion.
For the other emotions the accuracy is lower. The overall

accuracy is 90%.

In another study the results of FaceReader were
compared with those of three human observers [14].
The observers appeared to vary in their ability to classify
facial expressions. FaceReader performed as well as two
of the three observers, the third observer scored signifi-
cantly better. Terzis et al. [15] compared FaceReader with

two human observers and found that the two observers
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Figure 9. Proportion of agreement between the facial expressions scored manually by the annotators of the Radboud Faces Database [13].

(horizontally) and the expressions scored by FaceReader (vertically).

performed equally well. The results of FaceReader
showed a high degree of agreement with those of the
human observers, ranging from 99% for ‘neutral’ to 70%

for ‘disgusted’.

Up till now the most widely used method to code facial
expressions is the Facial Action Coding System (FACS)
developed by Ekman and Friesen [16]. This has become
a standard for coding facial expressions. It codes the
various possible facial movements (‘action units’). Inter-
pretation of the reported activated units is not included
in FACS analysis, but is done in separate systems such
as EMFACS [17] or FACSAID [18]. The FACS can detect very
small differences in facial expressions, for example, the
difference between a real (Duchenne) smile and a fake
or social smile. The current version of FaceReader has not

been trained to detect this difference.

FACS analysis is, however, extremely time consuming
and it requires very intensive training. It is, therefore,
not suitable for large data sets. FaceReader can analyze
facial expressions real-time and is, thus, an interesting

alternative.

Feel free to contact us or one of our local representa-
tives for more references, clients lists, or more detailed

information about FaceReader and The Observer.

WWW.NOLDUS.COM
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